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	C3 Algebraic Fractions
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	C3 Algebraic Division
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	C3 Reciprocal Trig Functions
	

	June/July
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	1
	C3 Numerical Methods
	

	16th October
	2
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D1: Algorithms

	https://youtu.be/FiP5u9y5LnI
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D1: Quick Sort and Binary Search

	https://youtu.be/ApUNbIGYPrE
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D1: Bin Packing and Bubble Sort

	https://youtu.be/c3lq2vx-VQk
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D1: Dijkstra’s Algorithm

	https://youtu.be/649AQJ8wuJM
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D1 Kruskal Algorithm

	https://youtu.be/NQdjxaWBmhw
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D1: Prim’s Algorithm

	https://youtu.be/vUq9LmAU7bU
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	2.
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Figure 1 represents the distances, in metres, between eight vertices, A, B, C, D, E, F, G and H, in a network.
(a) 	Starting at A, use Prim’s algorithm to determine a minimum spanning tree. You must clearly state the order in which you considered the vertices and the order in which you included the arcs.
(3)
(b) 	State the weight of the minimum spanning tree.
(1)
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	D1 Route Inspection

	https://youtu.be/eCRel6x_Vq4
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D1: Linear Programming

	https://youtu.be/049Ne55vidI
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N.B. In most Linear Programming questions, you have to actually draw the objective line on the graph. However, this question does not require this. 

	
D1: Activity Networks

	https://youtu.be/xyPDl3AvVc8
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D1: Critical Path Analysis

	https://youtu.be/W24f_AnZlns
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Scheduling diagrams are not covered in the video but are an important sub-topic.
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D1: Matchings

	https://youtu.be/v85MsWy7ywA
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As its name suggests, a quick sort is quick and efficient.

' You slect a pivot and then splt the Items Into two sublists: i phr i cot 90
those less than the pivot and those greater than the pivot.

either list.

| Pivots are selected in each sub-list to create further subists.

Here is the quick sort algorithm, used to sort a list into ascending order.

1 Choose the item at the mid-point of the list to
be the first pivot. —

If the list has an even number of
items, the pivot should be the

2 Write down all the items that are less than the e R
pivot, keeping their order, in a subdist. - Do not sort the tems as you
3 Write down the pivot. write them down.
4 Write down the remaining items (those greater
than the pivot) in a sub-list.

5 Apply steps 1to 4 to each sub-list.
6 When all items have been chosen as pivots, stop.

“This is a recursive algorithm. Itis
like ‘zooming in’ on the answer.

The number of pivots has the potential to double at each pass. There is 1 pivot at the first
pass, there could be 2 at the second, 4 at the third, 8 at the fourth, and so on.

o o SR
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1.5 You need to be able to implement a binary search.

B Abinary search will search an ordered list to find out If the list is not in order, you may
whether a particular item is in the list. If it is in the list, have to use a sorting algorithm
it will locate its position in the list. first.

B Abinary search concentrates on the mid-point of an The mid-point is found in exactly

ever-halving list, so it is very quick. thft same way as for the quick
sort.

B Here is the binary search algorithm.
To search an ordered list of n items for a target T:
1 Select the middle item in the list, m (use "TH and round up if necessary |,
2 i if T=m,the targetis located and the search is complete,

ii if Tis before m, it cannot be in the second half
of the list, so that half, and m, are discarded If T# m, the pivot, m, and half
REan ) % . the list are discarded. In each
iii if Tis after m, it cannot be in the first half of pass the list length halves.
the list, so that half, and m, are discarded. m——— -

3 Repeat steps 1 and 2 to the remaining list until Tis found. (If Tis not found it is not in the list.)
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Max  Laun John Hannah Kicran Tara  Richard  Imogen

(a) Use a quick sort to produce a list of these names in ascending alphabetical order.
“You must make your pivots clear.

®)

(b) Use the binary search algorithm on your list from part (a) to try to locate the name ‘Hugo’.
@




image11.png




image12.png
B At present there is no known algorithm that will always give an optimal solution.

With small amounts of data it is often possible to ‘spot’ an optimal answer.

B There are three bin packing algorithms in common use: first-fit, first-fit decreasing and
full-bin packing.

First-fit algorithm

1 Take the items in the order given.

2 Place each item in the first available bin that can take it. Start from bin 1 each time.
Advantage: It is quick to do.
Disadvantage: It is not likely to lead to a good solution.
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First-fit decreasing algorithm
1 Reorder the items so that they are in descending order.

2 Apply the first-fit algorithm to the reordered list.
Advantages: You usually get a fairly good solution.

It is easy to do.
Disadvantage: You may not get an optimal solution.
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Full-bin packing
1 Use observation to find combinations of items that will fill a bin. Pack these items first.

2 Any remaining items are packed using the first-fit algorithm.

Advantage: You usually get a good solution.
Disadvantage: It is difficult to do, especially when the numbers are plentiful and awkward.
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1.3 You need to be able to carry out a bubble sort.

B A common data processing task is sorting an unordered list into

alphabetical or numerical order.
B Inabubble sort we compare adjacent items.

W This s the bubble sort algorithm.

1 Start at the beginning of the list. Pass throtigh the
list and compare adjacent values. For each pair of
values

« if they are in order, leave them
« if they are not i order, swap them.
2 When you get to the end of the lst, repeat step 1.

3 When a pass is completed without any swaps, the
listis in order.

‘There are many sorting algorithms.
Only two need to be learnt for the
‘examination - the bubble sort and
the quick sort (see section 1.4).

‘The elements in the list ‘bubble’ to
the end of the st in the same way
as bubbles in a glass of fizzy drink
fise t0 the top of the glass. This is
how the algorithm got its name.
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F.‘ :o':le on e Dijkstra's algorithm to find the shortest path between two vertices in|

W Dijkstra’s algorithm is used to find the shortest, cheapest or

Dijkstra is
quickest route between two vertices. An example could be finding e
the shortest cycle route from John O'Groats to Lands End. sty

B Here s Dikstra’s algorithm
(1o find the shortest path from S to T through a network). "
1 Label the start vertex, , with the fina label, 0. i e
2 Record a working value at very vertex, Y, tht s directly at the inkis vertex
connected to the vertex, X, that has just received its final label. 39 O¥¢ theough
« Working value at Y = finalvalue at X + weight of arc XY e network, putting

working vales (often
« Ifthere is already a working value at Y,itis only replaced if called temporary

the new value is smaller. labels) on each vertex
« Once a vertex has a final label it is not revisited and its f"‘;:“::l‘:‘:l"':f‘(;”’
working values are no longer considered. e ¥ e vardeas

3 Look at the working values at all vertices without final labels. and records its final
Select the smallest working value. This now becomes the final %€/ (450 caled s
fabel at that vertex. (I two vertices have the same smallest B i s
‘working value either may be given its final label first.) finallabel it i ‘sealed”

and its working
4 Repeat steps 2 and 3 until the destination vertex, T, receivesits 70 18 "0 fonger

final label. ‘considered. Continue
5 To find the shortest path, trace back from Tt0'S. Given that B in this way unti the
already lies on the route, include arc AB whenever final label of  destnation vertex s

B — final label of A = weight of arc AB. reached.
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Figure 4

Figure 4 shows a network of roads through cight villages, A, B. C, D. E. F. G and H. The number
on cach arc is the length of that road in km.

(a) Use Dijkstra’s algorithm to find the shortest route from A to H. State your shortest route and
its length,
®)

There is a fair in village C and you cannot drive through the village. A shortest route from A to H
which avoids C needs to be found.

(b) State this new minimal route and its length.

@
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3.1 You can use Kruskal’s algorithm to find a minimum spanning tree.

B Aminimum spanning tree (MST) s a spanning tree such that the total length of its arcs
(edges) is as small as possible. (An MST is sometimes called a minimum connector.)

king all the nodes into

W Kruskal's algorithm finds the shortest, cheapest or fastest way of
one system.

W Hereis Kruskal's algorithm. You may need to check back
1 Sort all the ares (edges) into ascending order of weight. ﬁ_mnﬁ_»:rw.ﬁﬂﬂﬁhs |
2 Select the arc of least weight to start the tree. 31 the words are, weight,
3 Consider the next arc of least weight. e oy yection
reject it.

+ If it would form a cycle with the arcs already selected,
« If it does not form a cycle, add it to the tree.
f there is a choice of equal arcs, consider each in turn.

4 Repeat step 3 until all vertices are connected.
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A B C D E F
A - 24 - - 23 22
B 24 - 18 19 17 20
C - 18 - 11 14 -
D - 19 11 - 13 -
E 23 17 14 13 - 21
F 22 20 - - 21 -

The table shows the distances, in metres, between six vertices, A, B, C. D. E and F. in a network.

(2) Draw the weighted network using the vertices given in Diagram 1 in the answer booklet.

®)

(b) Use Kruskal's algorithm to find a minimum spanning tree. You should list the edges in the order
that you consider them and state whether you are adding them to your minimum spanning tree.

®)

(c) Draw your tree on Diagram 2 in the answer booklet and find its total weight.

@
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W Like Kruskal’s algorithm, Prim's algorithm finds the minimum spanning tree, but it uses a
different approach.
W Here is Prim’s algorithm.

1 Choose any vertex to start the tree.
2 o Select an arc of least weight that joins a vertex that is already in the tree to a vertex

that is not yet in the tree.
« If there is a choice of arcs of equal weight, choose randomly.

3 Repeat step 2 until ll the vertices are connected.
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| 3.3 You can apply Prim's algorithm to a distance matrix.

Networks (particularly large ones) are often described in distance matrix form.
Networks can be inputted into computers in this form.

Prim'’s algorithm (unlike Kruskal's algorithm) is easily adapted to a distance matrix, so it is
Prim'’s algorithm, in matrix form, that is best suited to computerisation.

Here is the distance matrix form of Prim’s algorithm.

1 Choose any vertex to start the tree.

2 Delete the row in the matrix for the chosen vertex.

3 Number the column in the matrix for the chosen vertex.

4 Puta ring round the lowest undeleted entry in the numbered columns. (f there is an
equal choice, choose randomly.)

5 The ringed entry becomes the next arc to be added to the tree.

6 Repeats steps 2, 3, 4 and 5 until all rows are deleted.
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A - 135 | 180 70 95 225
B | 135 - 215 | 125 | 205 | 240
C | 180 | 215 - 150 | 165 | 155
D 70 125 | 150 - 100 | 195
E 95 205 | 165 | 100 - 215
F | 225 | 240 | 155 | 195 | 215 -

The table shows the lengths. in km. of potential rail routes between six towns. A. B, C.D. Eand F.

(a) Use Prim’s algorithm. starting from A. to find a minimum spanning tree for this table. You
must list the arcs that form your tree in the order that they are selected.

3

(b) Draw your tree using the vertices given in Diagram 1 in the answer book.

@

(c) State the total weight of your tree.

@
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B Here is the route inspection algorithm.
1 Identify any vertices with odd valency.
2 Consider all possible complete pairings of these vertices.
3 Select the complete pairing that has the least sum.
4 Add a repeat of the arcs indicated by this pairing to the network.
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Figure 3

(The total weight of the network in Figure 3 is 543km.)

Figure 3 models a network of railway tracks that have to be inspected. The number on each arc is
the length, in km. of that section of railway track.

Each track must be traversed at least once and the length of the inspection route must be
‘minimised.

The inspection route must start and finish at the same vertex.

(a) Use an appropriate algorithm to find the length of the shortest inspection route. You should
‘make your method and working clear.

®)
It is now permitted to start and finish the inspection at two distinet vertices.

(b) State which two vertices should be chosen to minimise the length of the new route. Give a
reason for your answer.

®)
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7. Alinear programming problem is modelled by the following constraints

8x+3y < 480

8x+7y > 560
y > ax
xy>0

(2) Use the grid provided in your answer book to represent these inequalities graphically. Hence
determine the feasible region and label it R.

©)
The objective function, F. is given by
F=3x+y

(b) Making your method clear. determine
(i) the minimum value of the function F and the coordinates of the optimal point.

(i) the maximum value of the function F and the coordinates of the optimal point.
©)
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3.

(a) Draw the activity network described in this precedence table, using activity on are and exactly

two dummies.

Activity Immediately preceding activities
A B
B B
c B
D B
E B, C
F B.C
G F
H F
1 G.H
7 1

(b) Explain why cach of the two dummies is necessary.

®)

@
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W The early event time is the earliest time of arrival at the event allowing for the completion
of all preceding activities.

B The late event time is the latest time that the event can be left without extending the time

needed for the project. +— Early event time.
W The activity network is now adapted to show this information by using -
at each vertex. = Late event time.

B The carly event times are calculated starting from 0 at the source node and
‘working towards the sink node. This is called a forward pass, or forward scan.

‘The largest of:

6+ 8
E\ 7+4=11and
| 7+1=8

B The late event times are calculated starting from the sink node and working backwards
towards the source node. This is called a backward pass or backward scan.

3
@A n-2=9 |
- L
AQAIN pE) EQ)
0 7

The late event time at the 0 Dummy_[Th_§4)
source node is always 0./ ONLT The early event time

e a ) I always becomes the

late event time at

‘The smallest of: R ek nodet
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An activity is described as a critical activity if any increase in its duration results in a
corresponding increase in the duration of the whole project.

A path from the source node to the sink node which entirely follows critical activities is
called a critical path. A critical path is the longest path contained in the network.

Itis possible for a project to have more than one critical path, in which case the total project
time is the same on each one.

At each node (vertex) on a critical path the early event time is equal to the late event
time.
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e

B The total float of an activity is the amount of time that its start may be delayed without
affecting the duration of the project.

total float = latest finish time — duration — earliest start time

B The total float of any critical activity is 0.
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W The people responsible for completing the activities in a project are referred to as workers.
You assume that

* each activity is completed by a single worker in the time given as the duration of the acti
« once an activity has started, it must be completed by the worker,

« once a worker has completed an activity he/she becomes immediately available tc st
another activity.

W You should always use the first available worker.

W If there is a choice of tasks for a worker, assign the one with the lowest value for its latest
finish time as shown on the activity network.

W The process of assigning workers to activities is known as scheduling. Typically, the object
is to find the minimum number of workers needed to complete a project in the critical time.

Starting from a Gantt chart, a scheduling diagram may be constructed which shows the
activities assigned to each worker.
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E(14)

Figure 5

The network in Figure 5 shows the activities involved in a process. The activities are represented
by the arcs. The number in brackets on each arc gives the time. in days. taken to complete the
activity.

(a) Caleulate the carly time and the late time for each event, showing them on the diagram in the
answer book.

“)

(b) Determine the critical activitics and the length of the critical path.
@)

(¢) Caleulate the total float on activities F and G. You must make the numbers you used in your
calculation clear.

®)

(d) On the grid in the answer book, draw a cascade (Gantt) chart for the process.
@

Given that each task requires just one worker.

() use your caseade chart to determine the minimum number of workers required to complete the
process in the minimum time. Explain your reasoning clearly.

@




image48.png
©N

(e

na

10 AAnow uo woyy o,
AO® U0 Oy [P0, ()
e [woniso jo W]

()

@r

©1

©o

[

®a

e

onv

sn4

®




image49.png
@)

R R NN
PP TP Op SE 9€ PE T€ OF ST 9T KT T 0T 81 9L ¥L TL O 8 9 ¥ T 0 ®

(PanuURUOd § UONSIND)




image50.png




image51.png
B A bipartite graph has two sets of nodes. node

H  Arcs may connect nodes from different sets X E

but never connect nodes in the same set. Y
Z M
arc




image52.png
Here is the maximum matching algorithm. The maximum matching may not be

o s e i unique. If there is more than one alternating
1 Start with any (non-trivial) initial matching. wmﬁw possible, you may be able to find more

2 Search for an alternating path. than one maximum matching.

3 If an alternating path can be found, use it to create an improved matching by changing
the status of the arcs. If an alternating path cannot be found, stop.

4 List the new matching, which consists of the result of applying the alternating path
together with any unchanged elements of the initial matching.

If the matching is now complete, stop. Otherwise return to step 2.
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A 1 A 1
B 2 B . 2
C 3 c 3
D 4 D .4

Figure 1 Figure 2

Figure 1 shows the possible allocations of six people. A, B. C, D. E and F, to six tasks. 1, 2.3, 4,5
and 6.
Figure 2 shows an initial matching.

(a) Starting from this initial matching. use the maximum matching algorithm to find an improved
‘matching. You must list the alternating path used. and your improved matching.

®)

(b) Explain why it is not possible to find a complete matching.
@

D now has task 2 added to their possible allocation.

(c) Using the improved matching found in part (a) as the new initial matching, use the maximum
‘matching algorithm to find a complete matching. You must list the alternating path used and
'your complete matching.

®)
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